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Summary

Research: 23x (+4.3% per year)

Aggregate Evidence Idea TFP: 41x (-5.1% per year)
} What? GROWTH RATE
— Lower cost energy products & services | |
B £
» Why? |
— Lower research productivity L s a
— Daunting energy & environmental challenges

%, 1 1 1 1 1 1 0
1930s 1940s 1950s 1960s 1970s 1980s 1990s 2000s

» How?
— Develop & employ ML-enhanced product developed tools

\il |j\i° e Ref: Bloom et al, NBER Working Paper, 'Are good ideas getting harder to find?’
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http://www.nber.org/papers/w23782

What is ML?

Google Search I'm Feeling Lucky
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What Is the magic?

Method of Least Squares

Regression

Ref: Wikipedia
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https://en.wikipedia.org/wiki/Least_squares

How IS It relevant?

Example - Dimensionality Reduction

| Simple
Complex Simple Complex (Lower Dimensional
Representation)

Qil Ij\io& Ref: G. E. Hinton and R. R. Salakhutdinov, Reducing Dimensionality of Data with Neural Networks 4
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https://www.cs.toronto.edu/~hinton/science.pdf

How iIs it useful?

Example -2 Optimization in lower dimensional space (E.g. Max n subject to constraints)
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gil'bljgiw;@' March 19, 2018 Ref: Y. Yu, T. Hur and J. Jung, Deep Learning for Topology Optimization
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https://arxiv.org/pdf/1801.05463.pdf

What is Iin the black boxes?

Encoder/Decoder - Convolutional Neural Networks

Qi[‘)lj(jm;@' March 19, 2018 Ref: Y. Yu, T. Hur and J. Jung, Deep Learning for Topology Optimization
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https://arxiv.org/pdf/1801.05463.pdf

What is Iin the black boxes?

Option 1: ‘Traditional’ CFD, FEM, etc.

- =\ ; R\
(-i[ [)ﬂi“'@' Ref: X. Guo, W. Li, and F. lorio, Convolutional Neural Networks for Steady Flow Approximation 7
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http://www.kdd.org/kdd2016/papers/files/adp1175-guoA.pdf

What is Iin the black boxes?

Option 2: ‘Speedy’ ML Surrogate Model

on O
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Evaluator

\il |3Li°'e- Ref: X. Guo, W. Li, and F. lorio, Convolutional Neural Networks for Steady Flow Approximation
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http://www.kdd.org/kdd2016/papers/files/adp1175-guoA.pdf

Design Trade

Must weigh cost of designing & training networks vs anticipated benefits

Complex Simple
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Design Trade

Must weigh cost of designing & training networks vs anticipated benefits

Very Complex!

Requires
« Data

« Computing Power Simple
* Engineering Talent

Complex

\il D[)\i" (G Ref: Y. Yu, T. Hur and J. Jung, Deep Learning for Topology Optimization


https://arxiv.org/pdf/1801.05463.pdf

Next Steps

» Afternoon panel discussion (3:45 — 4:45, National Harbor 10)
» Summit feedback (or david.tew@hqg.doe.gov)

» Potential workshop
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